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Background:
The current processing system, running on a linux server in the Hydrology Lab, was built using a combination of perl (for data download and production initiation), IDL/ENVI (for product creation), and ArcGIS/arcpy (for generation of vector products, as well as an overview graphic map product displayed on the website for each product). Input data was the special LANCE flood_watch product, which consists of two 10x10 tiles (one for Terra, one for Aqua) with composited surface reflectance (MOD09) imagery from all orbits for each day. 
The current process also ingests MOD35 (cloud mask product) and uses this to mark MWP product pixels with value 0, indicating “insufficient data” (essentially, NODATA) to make a water observation based on the rules of the product. And it ingests MOD06 (cloud product) to use in generating cloud-shadow masks for the 1-day product.
Recently, it was discovered that a useable cloud shadow mask is implemented in the MOD09 “1-km state” layer (different from the largely unhelpful cloud shadow mask included in the MOD35 cloud mask product); thus for the LANCE transition, it is recommended the MOD09 cloud shadow mask be used.  This will allow a streamlining of production, and elimination of the need for MOD35 and MOD06 inputs.
Key modules:
Flood product generation consists of two key modules: (1) water detection (in which the water detection algorithm is applied to every incoming Terra and Aqua surface reflectance granule); and (2) compositing to final product (in which the per-granule water products are composited over Terra and Aqua, over multiple days (at times), and various masks are applied to generate the final flood products).
A. Water Detection Module
This module takes incoming Terra and Aqua granule surface reflectance products (MOD09), and applies the water detection algorithm to generate MODWATER output files.
Steps:
1. Create coincident image data grids with MOD09 Band 1, Band 2, and Band 7 at 250m (requiring Band 7 to be regridded to same 250m grid as Band 1 and 2).
2. Apply the band ratio from the core water detection algorithm, and save this output as “WaterRatio” layer. (This is maintained in the output files to facilitate adjusting the thresholds in the future, without requiring regeneration of the source surface reflectance data).
3. Apply algorithm thresholds to WaterRatio and individual bands, to return binary water mask, saved as “Water” layer.
4. From the MOD09 1-km state layer, extract and save several bit flags to a “Cloud” layer in the output file, projecting to same 250 m grid as other layers:
Table 1: Output MODWATER Cloud layer bits, and source state layer bits.
	Cloud Layer Bit
	Parameter
	State layer bit

	0-1
	Cloud state 
	0-1

	2
	Cloud shadow 
	2

	3
	Internal cloud flag
	10

	4
	Pixel adjacent to cloud
	13

	5
	Dilated cloud shadow
	[computed]


5. Dilate the cloud shadow flag (bit 2) to create the Dilated cloud shadow (bit 5) in the output Cloud layer.
Output product:
· Product name: MODWATER
· Projection: geographic
· Size/extent:  5-minute granule
· Resolution: ~250 m; best native resolution in geographic projection.
· Layers: WaterRatio (floating point), Water (binary), Cloud (byte integer)
· Save the entire “MOD09 Cloud Mask state layer” in the “cloud” layer; potentially some of the other flags may be useful in the future for development of improved algorithms.  We still need the dilated mask, so would need to remove one existing bit layer from the “MOD09 Cloud Mask state layer”, and use this bit for dilated cloud shadow; the “internal fire algorithm” bit (#11) could be replaced with this, as that flag is unlikely to be useful for future processing enhancements. 
Status: (as of 3/25/2019)
· Steps 1-3 completed.
· Steps 4-5 in progress. Estimated completion: ___mid-May 2019_____
B. Compositing module
The compositing module combines the MODWATER products from several passes to generate a composited water product (the desired end product). We currently have 3 core composited products: 1-day, 2-day, and 3-day. (There is also a secondary 14-day composite, simply a combination of 14 3-day composites). The primary purpose of these multi-day composites is to remove cloud shadow false positives. Cloud shadows are typically flagged as water by the water detection algorithm due to similar spectral characteristics. Multi-observation composites also help fill in gaps due to cloud-obscuration, if the cloud cover is somewhat patchy and in motion.
1-day (1D1O): Pixels with any single water observation from either the Terra or Aqua products are flagged as water in the output. 1D=1-day, 1O=1-observation required. This configuration does not eliminate cloud-shadow false-positives, but provides the most timely data (only from the day of the product).
2-day (2D2O): Pixels with 2 or more water observations, from any of the potentially four images from the current day plus the previous day, are flagged as water. 2D=2-days, 2O=2-observations required.  Requiring 2 observations removes most, but not all, cloud-shadow false positive. Compositing over 2-days can potentially result in the reported water being entirely from the previous day.  For example, if the previous day was clear, and the current day is entirely cloudy, or if the water has receded and was only present on the previous day.
3-day (3D3O): Pixels with 3 or more water observations from any of the potentially six images from the current day plus two previous days are flagged as water. Requiring 3 observations removes nearly all cloud-shadow false-positives, but at potentially further expense of timeliness.
Using this XDYO scheme, additional combinations of observations and days could be used to generate alternate products. The optimal product for an event depends on the cloudiness, and the specific areas of interest, and is thus impossible to predict in advance. Our current approach has been to provide several products, and let the end-user determine which best suits their needs for specific events of interest.
Steps:
1. [Once per day preparation] Create five global 250-m integer grids for the day:
1. Daily water composite sum. Eg: WSN_2019100: Water composite Sum, No-masking, for day 2019100.
2. Daily water composite sum, with cloud-shadow masking. Eg: WSS_2019100: Water composite Sum, with cloud-Shadow masking, for day 2019100.
3. Daily valid observation count. Eg: VCN_2019100: Valid surface observation Counts, No cloud-shadow masking, for day 2019100.
4. Daily valid observation count, with cloud-shadow masking. Eg: VCS_2019100: Valid surface observation Counts, with cloud-Shadow masking, for day 2019100.
5. Daily Granule Coverage Count: GCC_2019100.
· These may be single large grids, or a tiled collection of grids that can be referenced as a single virtual grid, or a tiled collection of grids that are otherwise kept track of (eg, the 10°x10° output grids). 
· They will contain values of 0-2, so can byte type (or can be bit-packed into some other more efficient single structure if you prefer).
· They are temporary and after 3 days can be discarded.
· They should be on a fixed global grid; this will then be the 250-m output product grid. This is different than the current product: the current product’s output grid is the same as one of the MOD09 250-m mapped grids for the product day (I believe the Terra grid). 
2. [Once per day preparation] Create output product status table (PST), to keep track of which tiles have data ready, and which products are waiting for data, or are complete, for all 10°x10° output tiles (~222 of them). Something like the following, perhaps kept in a database, so multiple independent processes could query and update without file locking concerns:
Table 2:Production status table, per day (Eg PST_2019100), with example entries / abbreviations.
	Tile
	Data
	1-Day
	2-Day
	3-Day
	14-Day

	100E020N
	Wait
	Wait
	W
	W
	W

	100E030N
	Ready
	Wait
	W
	W
	W

	100E040N
	Ready
	Complete
	C
	W
	W

	…
	
	
	
	
	


· Data/Wait: Data not available for processing
· Data/Ready: tile has coverage from both Terra & Aqua; product generation can proceed.
· Product (1-day, 2-day, etc) / Wait: Not processed yet; waiting for data ready.
· Product/Complete: product has been generated.
3. Immediately following MODWATER product generation, map and add to the global grids:
· Increment WSN where MODWATER/Water = 1. 
· Increment WSS where MODWATER/Water = 1 AND MODWATER/Cloud/bit5 = 0. (dilated cloud shadow is not present). 
· Increment VCN grid where MODWATER/Cloud/bits01 != “01” (!= “cloudy”). This suggests we can see the surface because there are no clouds and so have valid surface observations.  This may change in the future (for example, to also exclude bit 4/adjacent pixels, or to use the internal cloud flag, etc.)
· Increment VCS grid where MODWATER/Cloud/bits01 != “01” AND bit5 = 0. This may change in the future (for example, to also exclude bit 4/adjacent pixels)
· Increment GCC grid for all pixels where the source MODWATER/Water has any value (0 or 1) (eg, covering the swath). This provides a count (0 to 2) of whether Terra and Aqua data has been acquired and populated. 
· Where there is granule overlap between subsequent orbits (towards poles), use the approach used by Worldview/GIBS to determine which granule’s pixels to retain.
4. Update daily product status table (PST):
· Compute GCC sum over the output 10°x10° grid tiles. The 10x10 grid will be a fixed cutout of the global grids.  Either: keep track of which output grids were updated in Step 3 (and thus whose sums may have changed), or simply re-run sums for all tiles (if easier than keeping track of which 10x10 output grids have just had new data added).
· For a given tile, if GCC_Sum > Complete_Threshold value, update daily status table to indicate Data: Ready.
· We need to determine appropriate Complete_Threshold values, per tile.  This will be a fixed reference table.
· For areas where there is complete swath overlap, the number will be approximately the area of the tile, in number of pixels (maybe less 10%). (Assuming operating on # pixels is faster than converting to physical area). 
· For tiles with swath gaps, Complete_Threshold will be the number of pixels with data when an uninterrupted swath gap intersects the tile (eg, the maximum # of missing pixels) (or, again, maybe 10% less than this value).
5. Check daily status table and process initial MWP (MODIS Water Product) for any “Data: Ready” tiles. MWP output product values are given in table 3:
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	Value
	Data

	0
	Insufficient data (eg, overly cloudy)

	1
	No water detected

	2
	Surface water detected

	3
	Seasonal flood water detected

	4
	Flood water detected


Initialize MWP grid with 1 values. The MWP grid for a tile will be a fixed cutout of the global WSN/WSS 250 m grids. 
For 1-Day product (1D1OS: 1-Day, 1-Observation, cloud-Shadow mask applied) for DATE (eg: DATE=2019100):
IF WSS_DATE >= 1:  MWP_DATE_TILE_1D1OS = 2
ELSEIF VCS_X = 0:  MWP_DATE_TILE_1D1OS = 0
Eg: set MWP to indicate surface water (value 2) if there are any water observations (>=1) in WSS.  Where that is NOT true (where there are no water observations), set MWP = 0 IF there appear to be no valid observations (VCS=0). Sometimes we can see water “through” clouds so we only set value 0 if VCS suggests there were no observations AND water was not detected.
For 2-day product (2D2OT: 2-day, 2-observation, only Terrain shadow mask applied):
IF (WSN_DATE + WSN_DATE-1) >= 2: MWP_DATE_TILE_2D2OT = 2
ELSEIF (VCN_DATE + VCN_DATE-1) < 2: MWP_DATE_TILE_2D2OT = 0
Eg: set MWP to indicate surface water if there are 2 or more water observations from the product date and the previous day (DATE-1). Where that is NOT true, set MWP = 0 if there appear to be no valid observations (VCS on both days < 2). 
For 3-day product (3D3OT: 3-day, 3-observation, only Terrain shadow mask applied):
if (WSN_DATE + WSN_DATE-1 + WSN_DATE-2) >= 3: MWP_DATE_TILE_3D3OT = 2
Elseif (VCN_DATE + VCN_DATE-1 +VCN_DATE-2) < 3: MWP_DATE_TILE_3D3OT = 0
Eg: set MWP to indicate water if there are 3 or more water observations from the product date and the previous two days (DATE-1, DATE-2). Where that is NOT true, set MWP = 0 if there appear to be no valid observations (VCS on all 3 days < 3). 
6. Update “surface water” values to seasonal or flood, by comparison to seasonal water layer (an update to MOD44W that we have developed, that indicates seasonal / ephemeral water along with permanent water). 
if MWP = 2 AND RefWater = Seasonal: MWP = 3
if MWP = 2 AND RefWater != Seasonal AND RefWater != Permanent: MWP = 4
7. Screen out water detected under terrain shadow. We have a set of global terrain shadow grids that vary by date (monthly).
if MWP >= 2 AND TerrainShadow = 1: MWP = 0
(selecting the correct TerrainShadow file depending on product date)
8. Screen out water detected under HAND mask. We have a global HAND mask (Height Above Nearest Drainage) which helps screen terrain-shadow false-positives from areas with high topographic relief. 
if MWP >= 2 AND HAND = 1: MWP = 0 
Output product:
· Product name: MWP
· Projection: geographic
· Size/extent:  10°x10° degree tile
· Resolution: ~250 m.
· Format: HDF4
· DataSets:  
· seasonal flood coded value with cloud shadow algorithm applied
· seasonal flood coded value with NO cloud shadow algorithm applied
· water pixels that were removed due to the Terrain shadow or HAND mask
Status: 
· Not yet started.
· Estimated completion: ____Mid July 2019____
C. Final product generation and distribution
This module would simply take the final products generated from the compositing module, and reformat (if necessary) for distribution sites (legacy plus standard LANCE channels), and for GIBS/Worldview ingest.
Options to consider:
· Continued distribution of MWP files via legacy site: https://floodmap.modaps.eosdis.nasa.gov/
· To do so will require extending (or recoding) the current ArcGIS-based processing that generates the MFM graphic map products per tile (MFM = MODIS Flood Map). These are currently generated by an automated process running in arcpy on a virtual windows machine (using an ArcGIS Desktop map file template). 
· We could continue generating these products on our  OAS2 server, but this will require some modification.
· Alternately, we could update this processing to run on an ArcGIS Server instance hosted elsewhere.
· Alternately, we could write new code to generate a similar graphic map product independent of ArcGIS.
Status:
Not yet started.
· Estimated completion: ___01 Sep 2019_____
[bookmark: _GoBack]
2

