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1. [bookmark: _GoBack]EOSDIS
(1) Any drastic change on budget and number of persons? Same trend or different movement?
2. User Service　
(1) CMR, GIBS, Earthdata Web Infrastructure and Earthdata Login：these applications will be hosted in the cloud (Amazon?) in the next 2 years. After that, the current (in-house) systems will complete the operation?  How the future risk such as "vendor lock-in" and service termination of the cloud are evaluated? 
(2) Application porting works will be huge or small ? Any estimation/expectation at this moment? 
(3) Do you have any idea/plan on how to deal with future version-up of OS, COTS and virtualization software on Amazon side? 
(4) User Requirements Enquiry 
a. Are your questionnaires distributed to your systems existing users? 
b. How to pick up users for interview? 
c. Do you usually interview with potential users (not existing users) ? 
d. Could you tell me a little bit more details on "how to improve Earthdata", which was presented at the AGU meeting? 
(5) Rules/policies on metadata which are registered to CMR(Common Metadata Repository), such as format, required fields, etc
(6) [Proposal on the future cooperation] User service for MODIS and GCOM-C/SGLI (The launch of GCOM-C is currently planned in this Japanese Fiscal Year. Its data release will be about one year after the launch.)
a. SGLI is an optical instrument which has very similar characteristics of the MODIS. If users can search and get MODIS and SGLI data as "continuous long term data set", this will increase usability, we expect. 
b. Is it possible that our new data service portal (GPortal-R, which will be released next year) search and get MODIS data using standardized protocol (Opensearch, etc)? And the other direction (NASA system -> GPortal-R) as well?
c. If ARD (Analysis Ready Data) is defined for MODIS, common ARD for MODIS and SGLI is available in the future ?
3. Data Archive
(1) Rules and policies on data back-up
(2) Strategies/rules/policies on handling data archive volume expansion 
(3) Planning for prototypes of using commercial cloud technology for core DAAC functions; "Web Object Storage and distribution prototype" and "Ingest/Archive Prototype" 
a. Target data volume for these prototypes
b. Regarding "Web Object Storage and distribution prototype", how the data will be (or was?) ingested to Amazon storage?(Online, HDD or tapes?) 
c. For this prototypes, the amount contract with Amazon is fixed (flat) or flexible (such as "pay-as -you-go") ? We suppose the volume of data download/upload cannot be pre-defined, so are wondering the contract conditions. 
d. I learned (at the meeting in 2014) that some DAACs are a part of "Evolution & Development (EED) " target and some are not, and some are covered by EOSDIS contract and budget and some are not. This situation remains same or any change occurred? The "prototypes using Amazon S3" is for which DAAC? 
4. Planning for prototypes of using commercial cloud technology for core DAAC functions; Processing Demonstration Prototype
(1) ARIA Processing Demonstration Prototype
a. More details on this prototype, especially we want to know this process for "nominal/everyday processing", "re-processing" or "on-demand processing" ? And also we want to know only processing function is ported or processing control function is also ported.
b. Any virtualization software is used (will be used) for this prototype? 
c. Any problem on porting the processing software?
d. In the future, nominal processing is planned to be ported on Amazon ? If yes, is it for an operational system or temporal system? 
e. (If operational processing system is planned on Amazon) Do you have any idea/plan on how to deal with future version-up of OS, COTS and virtualization software on Amazon side? 
(2) Any plan on "SIPS function prototypes" on Amazon？
5. Others
(1) The current status of "Earth Science Data Systems Working Group (ESDSWG)"; which themes are being discussed/studied?
(2) Future contract with Amazon (or other commercial cloud vendors)
a. Cost for using commercial clouds (such as AWS) is "pay-as-you-go", so the total operational cost is unknown, we suppose. On the other hand, the budget is usually fixed or at least has a kind of ceiling. How do you handle this issue, especially if the cost becomes higher than the budget (or the ceiling)?
b. I understand Amazon is selected as the commercial cloud vendor at this moment (based on NASA H.Q. decision). The vendor change or a kind of "open-bid" will be possible in the future? 
c. If open bid is possible in the future, we are very much interested in the specifications on unknown factors (such as download volume, upload volume, number of users, etc) . 
d. I heard (at the 2014 meeting) that EOSDIS system machines are procured by NASA, based on the proposal from contractors (system development and maintenance). If the commercial cloud is used, this framework will be changed in the future?
(3) System integration/merger
a. Regarding multiple systems integration/merger, there are several options including the following examples. How do you decide the strategies on the integration?
· [Option1] New system, integrating system A and system B 
· Pros: Actual integrated system!
· Cons: Very complicated system, high cost
ii. [Option2] System A and System B run on the same virtualized environment
· Pros: Easier integration
· Cons: No actual "integration"
iii. [Option3] The function of System A is switched to the "New System" when the System A operation is completed (due to H/W support expiration, etc). Also the function of System B is switched to the "New System" when the System B operation is completed (due to H/W support expiration, etc). The "New system" is not necessary the merger of System A and System B.
· Pros: Ideal integration
· Cons: Time consuming, high cost
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