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Abstract
NASA’s Land Atmosphere Near real-time (NRT) Capability for EOS (Earth Observing System) provides data and imagery from Terra, Aqua and Aura Satellites in less than 3 hours from satellite observation, to meet the needs of the NRT applications community. Science quality, or higher-level “standard” products are made available within 8–40 hours of observation but application users, operational agencies, and even researchers often need data much sooner than what routine science processing offers. This chapter describes the architecture of the LANCE and modifications made to achieve the 3-hour latency requirement.
Introduction
NASA developed the Land Atmosphere Near real-time Capability for EOS (LANCE) in response to a growing need for timely satellite observations by applications users, operational agencies and researchers. EOS capabilities originally intended for long-term Earth science research were modified to deliver satellite data products with sufficient latencies to meet the needs of the NRT user communities. Everything from geo-location (attitude and ephemeris) data to ground systems and in some cases to science algorithms had to be modified to reach the three hour latency requirement of LANCE in contrast to the days to weeks latency requirement for long-term science products. This chapter describes how systems originally designed for science research evolved into capabilities that help predict weather, respond to natural disasters and enable field campaigns. Lessons learned from the development of an NRT system by utilizing science components, are also conveyed. 
Background 
The first request for NRT products from MODIS-Terra dates back to the 2000 wildfires on the Idaho - Montana border, when the US Forest Service (USFS) requested MODIS fire detections within hours of acquisition, instead of the expected 7 day latency, to help manage wild land fires. A team compromising the USFS, University of Maryland (UMD) and NASA-Goddard Space Flight Center (GSFC) assembled a series of handcrafted images that demonstrated the significant contribution NRT MODIS imagery and data could make to wildfire suppression and emergency rehabilitation. The following April, the same team initiated the Rapid Response project, providing fire detection data and imagery from MODIS in near real-time to the USFS Remote Sensing Applications Center in Salt Lake City [http://www.fs.fed.us/eng/rsac/] and the National Interagency Fire Center in Boise, Idaho [http://www.nifc.gov] (C. O. Justice et al., 2002; Quayle, Sohlberg, & Descloitres, 2004; Sohlberg, Descloitres, & Bobbe, 2001) (Sohlberg et al., 2001)(Quayle et al., 2004)(C. O. Justice et al., 2002).

The Rapid Response System was built on experience gained with the Land 250m Production System (C. Justice et al., 2000). Expedited data were received from the EOS Data and Operations System (EDOS) feed to NOAA’s NRT System using the existing “bent pipe” feed mechanism. Initially, the imagery provided was a swath-based, non-geo-referenced format for North America. By 2007, the Rapid Response was producing data globally and had incorporated data and imagery from MODIS-Aqua. Some of the most valuable products created included imagery based on the MODIS Corrected Reflectance algorithm, which provides ‘true color’ (i.e. natural-looking) images by removing gross atmospheric effects, such as Rayleigh scattering, from MODIS bands 1 through 7. Quasi-true-color images from bands 1-4-3, as well as false color band combination images were generated. Additional products included non-cloud-cleared daily Normalized Difference Vegetation Index (NDVI), expedited Land Surface Temperature (Pinheiro et al., 2007), and MODIS Band 31 (11 microns) brightness temperature. 

As this capability became more visible, news organizations, such as ABC, CBS, NBC, CNN, BBC, Washington Post, New York Times, began requesting custom geo-referenced images for large newsworthy areas. Users quickly realized that the imagery and data products produced by Rapid Response could be used for other tasks that required low latency products, including imagery for monitoring air quality, floods, dust storms, snow cover, agriculture, and for public education and outreach. 

As the original system aged and the demand and expectations for NRT data increased, the NASA Earth Science Division (ESD) implemented an NRT capability that was closely aligned with the science-processing systems. NASA ESD sponsored the development of LANCE in 2009. The goal of LANCE was to provide a central point of access to high quality NRT data and imagery for Land and Atmosphere (Michael et al., 2010) studies. NRT algorithms used to produce LANCE products would keep in step with equitant science algorithms and new data services would be offered. The system also needed to become more robust.   

Originally, LANCE provided products from AMSR-E, MODIS, AIRS, MLS and OMI instruments. In 2011, the AMSR-E instrument on the Aqua satellite malfunctioned and data provision was discontinued. Today, LANCE provides both data and imagery for over 70 products from the remaining instruments to registered and non-registered users. On an average day over 2 TB of NRT products (data and imagery) are downloaded on an average day. The demand for these products comes from applications users, operational agencies and even researchers to support NRT research and applications in weather prediction, monitoring of natural hazards, agriculture, air quality, disaster relief and homeland security. 
LANCE Architecture
The latency requirement for LANCE is 180 minutes from instrument observation to product availability for users to download. This was considered the minimum requirement to the meet needs of most NRT research and applications. To achieve this, many components of the EOS satellite operations, ground and science processing systems had to be made more efficient without compromising the quality of science data processing. For LANCE, this was achieved by creating a dual processing stream that leveraged components originally developed for science data processing and augmented them with features that allowed more efficient processing. The main components of EOSDIS are the instruments, ground systems which are comprised of flight operations, data capture and , Level 0 processing and the science data segment that is responsible for producing near real-time data products utilized by end user. Figure 1 shows a simplified overview of the dataflow from satellite to users. 

[image: ]Figure 1.  The LANCE Architecture from Data Acquisition to Processing and Distribution 
EOS Spacecraft and instruments 
All LANCE data originate from the Terra, Aqua, and Aura spacecraft. Box 1 provides a brief overview of the instruments. 


LANCE Instruments
 
AIRS or the Atmospheric Infrared Sounder was launched on Aqua in 2002. It is designed to support improve weather forecasting and climate research. It uses infrared technology to create 3-dimensional maps of air and surface temperature, water vapor, and cloud properties.
AMSR-E, or the Advanced Microwave Scanning Radiometer-EOS is Japanese (JAXA) instrument launched on Aqua in 2002. LANCE provided AMSR-E data until the instrument failed in October 2011. It measured cloud properties, sea surface temperature, near-surface wind speed, radiative energy flux, surface water, ice and snow. JAXA began acquiring observations from AMSR-2 in July 2012.
MLS, or the Microwave Limb Sounder (MLS) was launched on Aura in 2004. It makes measurements of atmospheric composition, temperature, humidity and cloud ice that are needed to track the stability of the stratospheric ozone layer, help improve predictions of climate change and variability, and help improve understanding of global air quality.
MODIS or the Moderate Resolution Imaging Spectroradiometer, was launched on NASA’s Terra spacecraft in 2000 and again on Aqua in 2002. It measures cloud properties and radiative energy flux, also aerosol properties; land cover and land use change, fires and volcanoes. 
The Ozone Monitoring Instrument (OMI) is a Dutch instrument launched on NASA's Aura spacecraft in 2004. It measures various atmospheric constituents including ozone (column and profile), aerosols, clouds, surface ultraviolet (UV) irradiance, and a number of other trace gases. The Royal Dutch Meteorological Institute (KNMI) and NASA developed a Near Real-time (NRT) capability for the processing system that was integrated into LANCE. 


EOSDIS Ground Systems
Once a satellite is launched, significant latency improvements can usually only be made at the ground system level; from data capture to the generation of products at distribution sites. Minimal latency can best be achieved by downloading data transmitted directly from the satellite to the ground, however this provides limited geographic coverage. Direct Broadcast (DB) data can be downloaded by anyone with ground receiving equipment, in direct line of sight to the satellite while the satellite signal is ‘visible’. Using DB, the wait-time associated with EOS ground station contacts is eliminated, thereby significantly reducing latency for these datasets (Huang et al., 2004; Urbanski, Salmon, Nordgren, & Hao, 2009). However, for global coverage a different approach is required. This section describes the modifications made to the EOSDIS ground system to reduce latency for global NRT products.
Data Capture 
The EOS Data and Operations System (EDOS), under the management of the Earth Science Mission Operations (ESMO) Project, is responsible for capture and the initial processing of science and engineering data from the EOS spacecraft. Aqua and Aura data are downlinked to the Polar Ground Stations in Alaska and Norway, nominally once per orbit. Terra data is downlinked to the White Sands complex in New Mexico, using TDRSS (Tracking and Data Relay Satellite System). In order to expedite data acquisition from Terra, ESMO added an additional TDRSS contact making two contacts per orbit. Downlinks from Terra are therefore more frequent and latency is less than for Aqua or Aura.
Once downlinked, satellite data are rate-buffered by high-rate lines to EDOS’s Level Zero Processing Facility (LZPF). Figure 2 shows the approximate breakdown of latency times from data acquisition. In 2011, EDOS implemented three major latency enhancements focused on decreasing the time taken to transfer data to the LZPF. These improvements resulted in a 51% overall latency improvement for Terra MODIS and a 24% overall latency improvement for Aqua and Aura MODIS.  
At the LZPF, various Level 0 products are generated as agreed to by end users, and distributed to the respective data and processing centers. EDOS produces contact / session based data sets (either Rate Buffered Data Sets (RBD) or Session-Based Production Data Sets (S-PDS)) (Cordier, McLemore, Wood, & Wilkinson, 2010) especially for LANCE NRT use.  The key difference between the NRT Level 0 products and those for standard science processing is the data to used to determine the precise location and tilt of the satellite. Standard products use definitive geo-location (attitude and ephemeris) data provided daily, whereas NRT products use predicted geo-location provided by the instrument Global Positioning System (GPS) or approximation of navigational data (depending on platform). Terra data has an on-board GPS, therefore captured data can be processed immediately with its supplied predicted navigational data. However, Aqua and Aura do not have an on-board GPS so for immediate processing it requires spacecraft housekeeping data and predicted ephemeris. 

[image: ]
Figure 2. The breakdown of latency from Aqua data acquisition to Level 0 users. 
Need another for Terra
From LPZF, Level 0 data are distributed to the LANCE facilities for higher-level product generation after which they are made available to users.
LANCE Facilities: Expediting Data Processing
Level 0 data are processed in to higher-level products at designated Science Investigator-led Processing Systems (SIPS). The LANCE science processing facilities are co-located at the GSFC Earth Sciences Data and Information Services Center (GES DISC), the Ozone Monitoring Instrument (OMI) SIPS, the MODIS Adaptive Processing System (MODAPS) and the JPL Microwave Limb Sounder (MLS) SIPS. This approach leverages the existing instrument science processing expertise and minimizes Wide Area Network (WAN) transfer times. 

The processes used by LANCE have been streamlined and adapted to work with rate-buffered data and/or session-based production datasets from LPZF as soon as they are downlinked from satellites or transmitted from ground stations, generally within 30 minutes to two hours after observation. Level 2 products, such as fire, snow, and sea ice, do not make use of ancillary data and so their codes are identical to the ones used in standard operations. Those Level 2 products that require ancillary data have modified production rules to relax the requirements for ancillary data so reducing processing times. 

In the case of MODIS, the production rules to generate the Cloud Mask/Profiles and L2 Clouds were developed by the University of Wisconsin. The production rules for L2 Aerosols were developed to meet NRT requirements for NASA’s ARCTAS (Arctic Research of the Composition of the Troposphere from Aircraft and Satellites) campaign. For L2 Land Surface Reflectance, code developed by the Eric Vermote, the Product Principal Investigator (PI), uses the NOAA Global Forecast System (GFS) ancillary product rather than the Global Data Assimilation System (GDAS) data used in the standard processing version. Prior to initiating production, the near real-time Product Generation Executive (PGE) codes were extensively science science-tested and all products were compared to the baseline products generated by the standard processing. All PGE codes have been validated for use in LANCE-MODIS by the PIs. This process is repeated as new versions of the PGEs become available and are considered for inclusion in LANCE.	Comment by Diane Davies: (for the Direct Broadcast community? What is different in this approach?)	Comment by Diane Davies: please confirm this is correct

For AIRS Level 1B products, the NRT system does not wait more than 5 minutes for the previous or subsequent granule data to be present before processing, which may lead to small differences in the radiances of NRT data that were processed without the previous or subsequent granules. This can happen when AIRS is entering or leaving the range of a downlink station (usually are 17 times/day). The reason for the differences is because the standard product uses the space- view offset from the previous and subsequent granules for calibration purposes. For AIRS Level 2, NRT retrieval products can differ from the routine products because of small differences in assumed surface pressure and/or differences in the radiances. Although it is rare, if the forecast surface pressure is not available when the NRT data are produced, the NRT algorithm assumes a surface pressure based on a Digital Elevation Map (DEM) rather than the more accurate forecast surface pressure. The differences in the assumed surface pressure tend to be small (~ 10 mbar) near the equator Equator but can become larger (~ 70 mbar) near during some synoptic weather events. The pressure differences can also lead to differences in the retrieved temperature and water vapor (Hearty et al., 2010).		

In the case of MLS, a modified Level 2 algorithm is used. The use of the standard MLS processing suite is not practical for processing a NRT data stream because of the large demands on computational resources and the inherent latency involved. Consequently, the NRT retrievals have been adapted to reduce dramatically the computational resource requirements compared to the standard product-processing suite. The NRT retrievals produce a subset of MLS products (T, O3, CO, HNO3, SO2, H2O, N2O) using a reduced selection of the available MLS Level 1 radiances, coupled with lower fidelity forward model approximations, which also neglect line-of sight temperature and concentration gradients. As a result, the faster processing algorithms result in a degradation in the NRT data quality compared to the standard products (Lambert et al., 2012).

OMI Level 1B processing software is provided by the KNMI (Royal Netherlands Meteorological Institute) and run by NASA. To expedite processing, a number of internal algorithms are bypassed in the Level 1 Processor as compared to the standard science processing. These include spectral calibration, solar stray light corrections, and some dark current corrections. This speeds up the Level 1B software by about 20% as compared to standard processing. The Level 2 software also uses expedited productions rules when selecting ancillary data. During NRT processing these rules use the most recent data available and do not wait for the best data as the production rules used in with the standard products do. This usually means using a snow and ice file that is 24-48 hours old rather than one that is within the window of 24 hours of measurements. (For more information please see the OMI NRT Data User Guide - http://macuv.gsfc.nasa.gov/lance/OMI-NRT-DUG.pdf).

Distribution to end users
As with data capture and data processing, the distribution of LANCE products leverages existing EOSDIS services, these include: the earthdata.nasa.gov website; the EOS Clearing HOuse (ECHO), a spatial and temporal metadata registry and order broker; the User Registration System (URS), that provides a single username and password for many EOSDIS resources; and the User Support Tool (UST). The centralized provision of these support services means users can benefit from the specialization of duties, for example a central “user registration team” can focus on providing quality support to end users, while the distributed LANCE SIPS can focus on the data quality and data provision. This modular approach would enables new capabilities (e.g. data from a new instrument) to be added to LANCE with relative ease.	Comment by Wong, Min M. (GSFC-586.0)[COLUMBUS TECHNOLOGIES AND S: what about Reverb?

LANCE products are made available to end users through the LANCE SIPS facilities and distributed virtually through the NRT webpages on the earthdata.nasa.gov website. Both data files and imagery are provided. 

Figure from Kevin showing topology of distribution?

Access to NRT Hierarchical Data Format (HDF) files is through FTP, HTTP and subscription services that push data to users systems. Users register with the URS, which enables users to access to data from LANCE, as well as from any of the other EOSDIS Distributed Active Archive Centers (DAAC). Once registered, users are notified of any missing data or delays in data processing, for example due to spacecraft maneuvers or downtime on one of the two FTP servers. 	Comment by Diane Davies: And buffer formatted data

Access to NRT imagery has traditionally been through Rapid Response. To meet the growing needs of NRT end users requiring imagery, EOSDIS has developed Worldview, an online, interactive viewer that enables users to visualize and download imagery subsets and the Global Imagery Browse Services (GIBS), which provides imagery to Worldview and other internet enabled clients through a set of standard services, such as Web Map Tile Services (WMTS), Tiled Web Map Service (TWMS) and KML.  

In keeping with NASA’s Data and Information Policy, LANCE data are provided free of charge[footnoteRef:2] [2:  However data supplied by international partners or other agencies may be restricted by a Memorandum of Understanding (MoU) with those organizations] 

LANCE Products
LANCE creates expedited products that have a science heritage and a demonstrated utility for applications requiring NRT data. LANCE products include lower level products such as calibrated geo-located radiances to higher-level products such as active fire locations and snow cover. Table 1 shows current NRT product categories by instrument. 

Science team members oversee the development of expedited algorithms,. and ensure that user feedback and evolving user needs translate into appropriate product modifications and new products. LANCE NRT data are archived in a rolling archive for 7+ days. If latency is not a primary concern users are encouraged to use the standard science products, which are created using the best available ancillary, calibration and ephemeris information. Science quality products are an internally consistent, well-calibrated record of the Earth’s geophysical properties to support science.	Comment by Kevin Murphy: Is this correct?


	Instrument
	Product Categories
	Average Latency

	AIRS
	Radiances, Temperature and Moisture Profiles, Clouds and Trace Gases
	75 – 140 minutes

	MLS
	Ozone, Temperature, Carbon Monoxide, Water Vapor, Nitric Acid, Nitrous Oxide, Sulfur Dioxide
	75 – 140 minutes

	MODIS
	Radiances, Cloud/Aerosols, Water Vapor, Fire, Snow Cover, Sea Ice, Land Surface Reflectance, Land Surface Temperature
	60 – 125 minutes
(Latency excludes daily LSR)

	OMI
	Ozone, Sulfur Dioxide, Aerosols, Cloud Top Pressure
	100 – 165 minutes
(Latency excludes daily L3)


Table 1. LANCE product categories by instrument
Governance 
LANCE is managed by ESDIS but steered by a User Working Group (UWG) responsible for providing guidance and recommendations concerning a broad range of topics related to the LANCE system, capabilities, and services. The UWG represents the broad needs of the LANCE applications user communities, while maintaining close ties with the various Science Teams for the instruments included in LANCE. The UWG meets at least once a year to ensure that LANCE capabilities are aligned with the NRT community needs. UWG recommendations are made to ESDIS, which in turn engages NASA Headquarters (HQ) concerning the feasibility and cost of implementation.

LANCE capabilities are evolving based on user feedback. A significant enhancement has been to make more LANCE data products available in imagery format, for any area of the world. This has been achieved through: GIBS or the Global Imagery Browse Services, a set of standard services provided by EOSDIS to deliver global, full-resolution MODIS, AIRS, OMI and MLS imagery via services, such as Web Map Tile Services (WMTS), Tiled Web Map Service (TWMS) and KML; and Worldview, is a web-based imagery browse tool that enables users to visualize, discover and download data using imagery supplied through GIBS. Both are described in more detail in Chapter X. 
.

Conclusion 
LANCE is successfully satisfying the growing demand for NRT products. Under the guidance of the UWG, LANCE continues to improve, add new products and tools and expand its user base. Building on the existing EOSDIS capabilities, LANCE is a distributed system that keeps processing in the hands of the experts at the designated facilities, while bringing everything together virtually on the Near-real Time webpages on earthdata.nasa.gov. 

With the exception of OMI, NRT capabilities were not considered a priority prior to launch of the spacecraft, so innovative ways have been sought to decrease latency in the ground system architecture and to expedite the processing of products. Looking to the future, LANCE can provide valuable lessons what architecture works and on how the delivery of NRT products from other NASA missions might be achieved.
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