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Abstract

The purpose of this Appendix is to capture system requirements for the LANCE Advanced Microwave Scanning Radiometer-2 (AMSR2) Element. All LANCE Near Real-Time (NRT) systems distribute higher-level products to users within 3 hours of satellite observation on a best effort basis. General requirements for all LANCE Elements are captured in the core document:  423-RQMT-002.
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E.1	Introduction
E.1.1	Purpose
The purpose of this document is to summarize the specific system requirements of LANCE AMSR (also referred to as the LANCE element) as well as the roles and responsibilities of the LANCE and the Earth Observing System (EOS) Data and Operations System (EDOS) data provider.

E.1.2	Scope
LANCE AMSR activities that support the distribution of NRT AMSR2 imagery and products through LANCE are within the scope of this Appendix. Core requirements applicable to all LANCE Elements are described in the “Land, Atmosphere Near-real-time Capability for EOS (LANCE) Requirements” (Document 423-RQMT-002). 

E.1.3	LANCE Overview
The LANCE meets the timely needs of applications such as numerical weather and climate prediction, forecasting and monitoring natural hazards, agriculture, air quality and disaster relief. The LANCE architecture leverages the existing satellite data processing systems in order to provide data and imagery available from select EOS instruments (outlined in the core document) within 3 hours of satellite overpass. 

E.2	Organizational Responsibilities
E.2.1	LANCE AMSR Responsibilities
The LANCE AMSR is responsible for ingesting, processing and distributing AMSR2 NRT data to end users, imagery to the Global Imagery Browse Services (GIBS), system metrics to EMS and for providing end user support as outlined in this document and in the LANCE Requirements (423-RQMT-002). The LANCE AMSR will assign a lead Point of Contact (POC) to participate in status and user meetings.
E.2.2	LANCE Responsibilities
LANCE is responsible for maintaining the LANCE NRT pages of the Earthdata website, coordinating priorities with the LANCE User Working Group and EOS Data and Information System (EOSDIS) to implement recommendations and the introduction of new products.



E.3	LANCE AMSR Architecture
The LANCE Advanced Microwave Scanning Radiometer (AMSR) is co-located with the AMSR Science Investigator-led Processing System (SIPS) at the Global Hydrology Resource Center (GHRC) DAAC.

LANCE AMSR data originates from the Global Change Observation Mission 1-Water “SHIZUKU” (GCOM-W1) spacecraft. AMSR2 L1R data are downloaded directly from the JAXA GCOM-W1 Data Providing Service  (DPS) via Aspera (a service aimed to shorten the data transmission time from Japan to foreign countries). 

LANCE AMSR at GHRC processes the L1R data and generates AMSR NRT L2 and L3 daily products for distribution to users. LANCE AMSR operates redundant strings in order to ensure Operational Availability.
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Figure E.3-1 LANCE AMSR Architecture



E.4	LANCE Near-Real-Time System Requirements
E.4.1	LANCE AMSR System Requirements
The LANCE AMSR Element shall:
E.4.1.1	Provide AMSR data products to users within 3 hours of observation on a best effort basis.
E.4.1.2	Register data granules within the EOS Clearing House (ECHO)/Common Metadata Repository (CMR) within an average of 15 minutes after products are available for download from Element.
E.4.1.3	Provide AMSR imagery to GIBS within 30 minutes on a best effort basis after the corresponding granule metadata as been registered in ECHO.
E.4.1.4	Provide AMSR Metrics to ESDIS Metrics System (EMS) for Ingest, Archive and Distribution as described in the Interface Control Document (ICD) between EMS and the Data Providers daily (See Applicable Document Section 2 Document number 423-47-01).
E.4.1.5	 Implement system redundancy in order to ensure operational availability.
E.4.1.6	 Integrate with the ESDIS User Registration system (URS).
E.4.1.7	 Restrict access to NRT data to users with valid URS accounts.
E.4.1.8	 Allow flexibility in its system design to accommodate growth based on user metrics or new requirements.

E.5	LANCE AMSR Data Ingest Requirements
The LANCE AMSR Element shall: 
E.5.1	Provide server, software and hardware capable of ingesting data at the rate provided by JAXA GCOM-W1 DPS.
E.5.2	Provide server, software and hardware capable of processing and distributing data to users within 3 hours of observation on a best effort basis.  (Assuming a nominal delivery of data from JAXA.)
E.5.3	Ingest L1R data from JAXA.
E.5.4	Ingest from JAXA GCOM-W1 AMSR2 L1R data at an average daily volume of 1.5 GB.


E.6	LANCE AMSR Near-Real-Time Data Processing Requirements
In addition to the requirements outlined in the core document:

E.6.1	The LANCE AMSR shall distinguish all AMSR2 Near-Real-Time products from standard products in the filename
E.6.2  The LANCE AMSR shall distinguish all AMSR2 Near-Real-Time products from standard products in the granule level metadata.
E.6.3	The LANCE AMSR shall produce all AMSR2 data products that are listed in Table E10.1. 
E.6.4   The LANCE AMSR ESDT shall have the _NRT suffix.
E.6.5	The LANCE AMSR shall provide imagery generated from NRT distributed by LANCE for inclusion in to GIBS as agreed in the GIBS /Element ICD.
E.6.6   The LANCE AMSR shall process the latest version of each science algorithm, as well as the previous version, if a previous version exists.

E.7	LANCE Near-Real-Time Distribution Requirements
In addition to the requirements outlined in the core document:
E.7.1	The LANCE AMSR shall be able to sustain a distribution of at least 40x the daily production.
E.7.2	The LANCE AMSR will make available for distribution products generated with the latest version of each science algorithm, as well as products generated with the previous version of the algorithm, if a previous version exists.
E.8	LANCE AMSR User Services and Support Requirements
See core document section 8.
E.9	LANCE AMSR Algorithm and Product Validation Requirements
See core document section 9.
E.10	LANCE AMSR Near Real-Time Tables

Table E.10-1 LANCE Near-Real-Time AMSR Products that are available for public distribution.

	Short-name
	Product Description
	PGE Name
	Volume
(GB/day)

	A2_Rain_NRT
	NRT AMSR2 L2B Global Swath Rain Rate/Type GSFC Profiling Algorithm
	
	

	A2_Land_NRT
	NRT AMSR2 L2B Surface Soil Moisture, Ancillary Parameters and QC EASE-Grids
	
	

	A2_Land3_NRT
	NRT AMSR2 Daily L3 Surface Soil Moisture, Interpretive Parameters and QC EASE-Grids
	
	

	A2_DySno_NRT
	NRT AMSR2 Daily L3 Global Snow Water Equivalent EASE-Grids
	
	

	A2_SI6_NRT
	NRT AMSR2 Daily L3 6.25 km 89 GHz Brightness Temperature (Tb) Polar Grids
	
	

	A2_SI12_NRT
	NRT AMSR2 Daily L3 12.5 km Tb, Sea Ice Concentration and Snow Depth Polar Grids
	
	

	A2_SI25_NRT
	NRT AMSR2 Daily L3 25 km Tb and Sea Ice Concentration Polar Grids
	
	

	TOTAL
	
	
	



Additional products maybe added to this table following approval from the LANCE UWG.


Glossary
Best Effort Basis	Within the nominal means of the current hardware, software, and personnel tasked to do this work

Abbreviations and Acronyms
AMSR	Advanced Microwave Scanning Radiometer
AMSR2	Advanced Microwave Scanning Radiometer 2
CMR	Common Metadata Repository
DAAC	Distributed Active Archive Center
DPS	Data Providing Service
ECHO	EOS Clearing House
EMS	EOSDIS Metrics System
EOS	Earth Observing System
EOSDIS	Earth Observing System Data and Information System
ESDIS	Earth Science Data and Information System
ESDT	Earth Science Data Type
FTP	File Transfer Protocol
GBAD	Ground Based Attitude Data
GCOM-W1	Global Change Observation Mission 1-Water
GHRC	Global Hydrology Resource Center
GIBS	Global Imagery Browse Services
ICD	Interface Control Document
JAXA	Japan Aerospace Exploration Agency
LANCE 	Land, Atmosphere Near-Real-Time Capability for EOS
L1R	Level-1R (resampled)
L2	Level-2
MSFC	Marshall Space Flight Center
NRT	Near-Real-Time
SIPS	Science Investigator-led Processing Systems
URS	User Registration System
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