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Enabling cross-DAAC teams brainstorming
It might get a little hectic, but you can do it!
 
 

 
 
Opportunities/Ideas for enabling cross-DAAC teams
1. Record webinars for basic PI Planning activities
2. Consider rather than having a team for every task, organizing teams into logical groupings based on theme (e.g. fewer teams working on multiple tasks).
3.Empower a team leader with a backup to ensure that goals can be accomplished 
4. Instead of just “cross-DAAC” consider “cross-disciplinary” teams that will ensure domain-diversity.	Comment by David Meyer: +1 ! This also would engage science and instrument teams to take a more integration approach to aligning IS solutions to science community needs	Comment by Alex de Sherbinin: +2 - agree the focus should be on the science questions
5. Document best practice recommendations for reference to keep today’s resolutions moving forward
6. Clear mission statement/project plan prior to start of work with clear definition of success and reporting requirements at regular intervals (sow, budget, milestones, specify who is participating at what level of effort and who is monitoring/addressing challenges) - a.k.a lightweight proposal process	Comment by Bruce Wilson: +1
6.5 Starting with a Face to Face meeting or having one early (if possible) is helpful. Make time for an informal exchange. (see #15) 	Comment by Wade Albright: +1 - Agree.  Huge benefit to team building
7. Cloud Sandbox Experiments as demonstrations for ESDIS investment consideration  	Comment by David Meyer: Should be part of a larger strategy to support rapid prototype development	Comment by Bruce Wilson: +1
8. Tackle challenges in small phases (MVP?)
9. Recognize that we don’t need to build something for 100% of the scenarios.
10. Collaboration with our EED friends needs to be considered as well. The systems they represent are critical to our shared success.  
10.5 Also, don’t forget to engage/include ESDIS System Engineer(s) (plus see #17).
11. Imbed an experienced Migration/I&A team member from another DAAC into a new Migration Team to accelerate onboarding and spinup
12. It is valuable to sit down with other DAACs to develop a clear charter up-front (see #6). With ASF agreement, we can share the ASF-NSIDC Charter.
13. Don’t forget to consider sustainment! 
14. Estab - ???I think I, Amanda, started this. Will have to remember what I was starting to type….
15. Don’t get away from in-person meeting opportunities.  Tough to replace the benefit of face-to-face communication. Great to start off with an early face-to face meeting and plan opportunities for informal communication/engagement. 
16. It is good to have a common collaborative environment (e.g. Cumulus, Harmony) that team members are familiar with so the focus can be on new features, and less time spent on setting up the collaborative environment.
17. Make sure that the cognizant DAAC Managers and ESDIS civil servants are clearly on-board.  Recognize this work in Work Plans (and maybe be a bit more agile about how work plans are managed)
18. Put perceived and real risks on the table for discussion - there is inherent risk and challenge, but it is often worth it (e.g., what if the fit isn’t good, what if priorities change)
19: ASF experience (per Wade’s comment): Having an external developer on the team helped mitigate the “Not Invented Here” bias.
20: Keep It Structurally Simple (KISS) process desired 
 
Barriers to enabling cross-DAAC teams
1.Takes too long
2. Unclear funding process (though some progress has been made). ESDIS can’t tell how much a process might cost when there are multiple DAACs involved.  Especially when it doesn’t come from CORE funds. 	Comment by Robert E Wolfe: ACCESS proposals could help with funding.	Comment by Robert E Wolfe: ESDIS could allocate a pool of money for this.
3. Hard to reach general consensus. The DAACs (quite naturally) have different needs, timelines, system configurations, user communities, etc. The complexity increases as the number of stakeholders increases. Do we need general consensus to proceed?
4.Hard to accomplish large goals in a Weighted Shortest Job First (WSJF) driven SAFe environment  How can we address this issue? Get comments embedded. What is the DAAC Manager’s input into (role in) the WSJF process - setting value for activity?	Comment by David Meyer: I would extend this to ask what drives the SAFe process? Does the current organization of "value trains" address cross-DAAC collaboration? When attempting to organize inter-DAAC collaboration, trying to mesh these efforts into the current SAFe configuration can feel like trying to stuff square pegs into round holes.

WSJF is far too deep into the weeds to address this.	Comment by Robert E Wolfe: +1	Comment by Justin L. Rice: +1. Sometimes, there is a mismatch in cadence --- especially at the onset of an effort. SAFe moves at one cadence. Cross-DAAC efforts move at another.	Comment by Wade Albright: agree.  Being flexible is key here.  Being willing to bring someone in or let them go outside of pre-defined barriers can help ease this.
5. Cross-DAAC teams are usually created but not enabled.
6. Consider using an approach to proposal development more in line with NASA solicitations, only with less overhead. Budgets and proposals should be more integrated than is currently the case. (see #2)
7. Too many cooks in the Kitchen, with different goals. 
8. Integrating with other agency systems can create issues.  ie USGS/slack, challenges getting non-NASA people to have high enough confidence levels in NAMS; people not having NASA PIV cards
9. Figuring out the funding can take a long time; process for doing so is not clear (see #2)
10. Establishing sustainment agreements (including funding and socialization of the idea of sustainment)
10.5 Overcomimng tragedy of the commons issue in open source sustainment.
11. Hard to get credentials working across organizational boundaries (but Earthdata Cloud is a huge step forward in solving this problem).
12. Lots of good ideas, but which few should we focus on.  We can do anything, but we can’t do everything.  	Comment by Tammy Walker: +1
13. Provide a set time for each group to complete activities. Sometimes, the meetings and activities drag on too long (with little progress). How good is good enough -- it doesn’t have to be perfect.	Comment by Bruce Wilson: Problem is related to the issue that we almost always underestimate the amount of time needed to accomplish something.  Also related (as others said) that 10 jobs at 10% is really about a 200% load.
14. For those with science backgrounds, our inclination is often to create something new, rather than reusing what someone else has done.  And documenting things to where others can reuse (higher RRL) is time-consuming and challenging.

