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[bookmark: _1iaa0918b1kw]Introduction & Logistics

Intro:  Note that Sean Bailey is rotating off as a DMC co-chair.  Amanda Leon continues for the second year of her term, and Bruce Wilson is rotating on for a two-year co-chair term.

Agenda: https://wiki.earthdata.nasa.gov/display/EM/Agenda+and+Slides+-+2020
Attendance List: https://wiki.earthdata.nasa.gov/display/EM/Attendance+List+-+June+10%2C+2020

[bookmark: _b8gbf8icbmk]Dataset Migration and Cloud Services discussion
Katie Baynes on discussing dataset migration and selecting datasets, especially for Cohort 2.  
· Review previous cohort selection processes
· Discuss the timeline for next cohort selection and planning
· Conduct a Managerial retrospective on the previous processes
[bookmark: _vq6cfgr4zku3]NOTES
Katie’s slide 3 goes to HQ weekly; 
We need to better define success criteria for data migrated into the Cloud! Planning to focus on User Experience/Services in August per Katie. Harmony initiated mid-term after cohort selection.
Key decision points and criteria include when to go ‘live’ with the public release of data in the cloud (e.g., URLs in CMR point to S3 buckets instead of on-prem location), when to shut off on-prem archive and public data services; full success may not be realized until some time after public availability.
Note that HLS was added as a migration dataset based on HQ priority relatively late in the process.  
The data selection criteria exercise was not addressed in the same way across the DAACs. Some DAACs had multiple people replying; others provided a single response.  Recommend single DAAC vote/voice

Technical Retro of Cohorts: Jamboard at: https://bit.ly/3cOSDF7  - 8 DAACs now, review & provide feedback
Next Steps: Group Exercise Today 
Feedback Flowchart: What is the next set of Cohorts to be called? TBD, but definitely plans for Cohort 2. 
Once a DAAC knows how to put data into the cloud/cumulus, does it need to be considered a cohort to add additional data? There are still cost constraints which need to be considered and require prioritization of what data migrate into the cloud. 
Balance needed: egress costs on-prem are fixed, but egress costs in the cloud are not fixed but are determined by cloud cost factors (space, egress, - cost model particulars). Note also that there’s effectively a cost transfer.  Cloud costs are paid directly by ESDIS, whereas on-prem costs come out of DAAC budgets.  
Flowchart clarification (slide 24): This is the current cohort process, but has evolved as cohorts 1.-1.5 have been progressing.  The goal is to have this process more defined as cohorts 2 initiate. Slide 25 shows details on how Step 5 is being addressed.
Copy of the archive white paper link to be released tomorrow per Tracy. Tomorrow internal review to be completed, and release to come for a second round of feedback. Future meeting to facilitate/mitigate/finalize/discuss.
https://bit.ly/3hgLtwT -- retrospective feedback - Do not need to complete this today. 
--------------------    
Bruce Wilson on maximizing the value for science users across all of ESDIS through the data we select for migration and the services we enable for that data.
· Goal: Determine the degree to which scientific themes should be considered as part of this selection process. 
Hypothesis for discussion: One way to maximize value to NASA and our users for Earthdata Cloud is by getting a critical mass of data [cloud optimized formats and services], potentially cross-DAAC, which enables scientists to make significant progress on a science need by being able to easily access most (or even all) of the relevant NASA data.  This is one view of end user value, which rated highest in the prior prioritization -- how does the data work together	Comment by Bruce Wilson: including data formats
If so, how do we decide what science theme(s) to emphasize?.	Comment by Jeanne Behnke: The science teams (leaders thereof) they want to know how they get to prioritize data going into the data lake.  They also want to know how to get on the GIBS list.  They also want to know how we determine priorities.

NOTES
Goal agreed upon: Need to get [high impact?] users to perform science in the Earthdata cloud.
For example in the area of  Carbon Cycle Science is there enough data in Earthdata Cloud to address science needs in this area?

Possible application area: ecological forecasting (and a community there we could work with in the ecological forecasting initiative
In addition to science themes, business needs are also a driver in the longer term migration to the cloud. The current infrastructure at DAACs has a lifespan which needs to be factor in (e.g. ECS) per Chris Tolbert and Amanda; Dave says yes he agrees this is also a concern. Bob Chen adds that we must walk a line between being responsive and driven by both the science as the technology and costs; we must be able to say to scientists we are not doing this because it is a trend, it is based on a science rationale. Reminder: Political issues associated with the decisions we make.
Robert: Cohorts should not be needed once all DAACs have on-boarded some (a few) products.  At some point, individual DAACs should make decisions based on various criteria, science use cases, UWG input, ESDIS cloud cost model, etc.  Funding could be allocated to DAAC based on various criteria, archive volume, distribution volume, number of datasets, on-prem sustainment costs, etc.  How these various metrics translate into Cloud costs is needed.
How do we move forward with a good starter set is a question, looking at what services need to be there to support it now? (Amanda and Tom) - Amanda interested in how to frame that next set of datasets and services.
Suresh cautions against taking data as is and doing a lift/shift into cloud, we should be deliberate regarding cloud optimized formats for example. Clean-up and restructuring considerations regarding data stewardship needs attention as we plan complete migration of data holdings into the cloud.
Robert: There may need to be two copies of data in the cloud, fork-lifted and cloud optimized formatted data (different internal chunking in HDF/NetCDF files).
Dave assumes GESDISC transition will take multiple years, agrees stewardship can be  performed in concert.
Katie: Rather than adding more data, should Cohorts 1-1.5 begin focussing on services in order to prepare the data in the cloud for UAT and EA testing? Robert: Maybe walk and chew gum at the same time, we should continue bringing additional DAACs and datasets into the DAAC, but also do UAT and EA for data that is already there.
Chris Lynnes says perhaps need both services for existing cohorts and new datasets into cloud? Should for example per Sean should his migration plan include both data and services. Nettie: Cohort constraint should not a requirement to begin considering how to prepare for transition into cloud as a platform for distribution.
Robert: Be careful about too much concentration on multi-disciplinary science.  Arguably, the majority of science is within-discipline science, not multi-disciplinary science.  Bruce: But it can also be argued that that majority of science doesn't have the opportunity for substantial change. What of the interdisciplinary science is challenging to do today versus the more within-discipline science? Robert: I agree. Amanda: Even within-discipline science depends on utilization of data that may be viewed as outside of that discipline.	Comment by Bruce Wilson: But it can also be argued that that majority of science doesn't have the opportunity for substantial change.  What of the interdisciplinary science is challenging to do today versus the more within-discipline science?	Comment by Robert E Wolfe: I agree.	Comment by Amanda Leon: Even within-discipline science depends on utilization of data that may be viewed as outside of that discipline.	Comment by Robert E Wolfe: I put this conversation into the document.
In cloud data access use cases: https://wiki.earthdata.nasa.gov/display/CUMULUS/Bucket+Brigade as Chris Mentioned there is a Bucket Brigade Working Group

Meeting notes of Bucket Brigade WG::
https://wiki.earthdata.nasa.gov/display/CUMULUS/Bucket+Brigade+Meeting+Notes
Robert: Need to think about Tire-kickers (like in the old days, MODIS Science Team members/associates now maybe these are called early adopters), e.g. Cloud early adopters cohort. Suresh: SWOT has 10 of these, not just NASA data needed, this needs to be part of the conversation as well. Robert: Finding/Funding across Enterprise these kinds of users should be considered. Dave: Agrees, but we have to step outside instrument groups and into groups like the Carbon Monitoring System (CMS) groups for example. Nettie: UAT (Test Plan) and Early Adopters (wild card testing)  are very different and separate things from each other, these are not the same thing.  UAT is a structured, formal testing of the system. Early Adopters perform real life usage of the system. 
Bhaskar: You first need to define what entails “performing science” & break down use-cases by say a static application project, or ones that routinely use data daily/weekly, etc., ones which benefit by taking algorithms to archives versus ones that don’t, and just need to acquire the data (egress).  Online/on-the-fly analytics is a new paradigm that we need to better understand, and recruit appropriate use-cases/science users to test them.
Tracey: Will eventually want to assess how to migrate off of ECS. First wanted to get DAACs familiarized with Cumulus. ESDIS is now beginning to focus on long-term planning efforts now that we’ve had some transitional successes.
Robert: ESDIS could consider pushing some of this complexity onto the DAACs to manage. Reminder from Andy, our larger SMD/HQ cloud agreement factors into the cost modeling, it isn’t just ESDIS, so it’s hard as an agency to hand off the decision making process regarding costs - help needed here to capture this accurately. ESDIS wants to empower DAACS, but this limitation is a barrier.
Suresh: provided cost models and projections for the future for Cloud, and with all the unknowns this is a hard task vs on premise planning which are fixed costs. How will we estimate unknown costs? 
Andy says trying to plan a wedge to ensure that the PPBE budget process isn’t part of every single addition. Amazon is trying to work with us on our particular EOSDIS/Government cost model particularly regarding throttling, beginning use cases where Amazon Community identifies core datasets and these are transitioned to cloud free of charge (but with ESDIS having complete control over the data) to meet that need (e.g. GRACE follow-on). Key point ESDIS to retain ownership of data.
Per Jeanne: Diane working on presentation on cloud cost modeling how it works within the agency and esdis, look for a separate meeting on this topic toward explanation of the cost model details.

Katie - Group discussion
· Goal: Determine the degree to which services are part of the cohort migration (i.e. data and services moving together), including the potential for consolidation of services given enterprise offerings (e.g. Hyrax and Harmony). 
· Goal: Review and discuss ranking for next cohort selection criteria, including new considerations
[bookmark: _elwqk7mzcgg0]Bruce:  says sounds like we’re close to a point where ESDIS  can say here is your budget for Earthdata Cloud, and leave the how to use that budget to the DAAC and their Engineer to collaboratively accomplish a mission. Jeanne says no we are not that close.
Katie says the next cohort call is: here are the next 5 datasets that each DAAC thinks should go to the cloud to meet needs be they collaborative science needs or individual infrastructurally based. Next cohort could be existing cohort DAACs or new ones.  If a DAAC is not ready for a full blow migration effort, they can also consider contributing a developer to the Cumulus community code development model. 
Goal: Next Cohort selection process to kick off in July
Focus on Science Community and Science Teams (NASA PI) considerations as you (each DAAC) prepare your list of the next 5 Datasets to move to cloud. 


[bookmark: _dq2usgxmhj0b]NOTES
[bookmark: _baah4ffos906]Factors (Green=what we heard today - yellow=process last time)
	New and Upcoming Data Products (Missions, HLS-style)
	

	Science Themes for Early Adopter Groups
	

	Operational Drivers (HW refresh, etc)
	

	Synergy with Existing Data in Cloud (previous cohorts)
	

	Opportunity to unlock information via reformatting? or restructuring of older data products
	

	Technology Capacity Building at the DAAC
	

	Amazon Public Datasets Prioritization
	

	End-User Value: Dataset Popularity
	

	End-User Value: Length of Observation History
	

	End-User Value: Interoperability with other products
	

	End-User Value: Product Level
	

	End-User Value: Identified Level of Service
	

	HQ Prioritization: Existing Migration Plans (e.g. MAAP)
	

	HQ Prioritization : International Collaboration Opportunity
	

	Cost Factors: Cloud Storage Cost
	

	Cost Factors: Cloud Egress Cost
	

	Cost Factors: On-Premise Cost/Refresh Cycle
	

	Cost Factors: Predictability of Future Costs
	

	Cost Factors: On-going Operations Costs
	

	Effort to Implement: Complex processing pipeline
	

	Effort to Implement: Rapid Turnaround
	

	Fitness for Cloud Use: Available Services
	Split out into other things

	Fitness for Cloud Use: Availability of Algorithms
	

	Fitness for Cloud Use: Multi-DAAC Usage
	Science themes?

	Fitness for Cloud Use: Interdisciplinary Usage	Comment by Robert E Wolfe: Add similar item for within-discipline usage.
	Science themes?

	Fitness for Cloud Use: Opportunity for new Algorithm Development
	Science themes?

	Fitness for Cloud Use: Past Usage Patterns
	

	Risk to Migrate: Data Security Requirements
	

	Risk to Migrate: Long-term Commitments
	

	Risk to Migrate: Ease to Migrate from Cloud
	

	Risk to Migrate: Data Mobility
	

	Risk to Migrate: Redundancy
	

	Already in Cloud: Google Earth Engine
	

	Already in Cloud: AWS Earth Online
	

	Already in Cloud: Esri Online
	

	Services: Harmony
	

	Services: OPeNDAP Enabled
	

	Services: Giovanni
	

	Services: AppEEARS
	

	Services: Others
	





[bookmark: _7wvp9amtwmn6]June 11

[bookmark: _nn7ophkdlua4]Onboarding/enabling cross-DAAC teams
Jeanne Behnke

NOTES
Link to pre-meeting brainstorming document: https://docs.google.com/document/d/1DmAu7aLMiECPiehDk8ivZvzIVmB_oKmjzvmSkl1ZEHk/edit
Wade & Amanda - Presentation example on ASF/NSIDC programmer sharing (The ASF/NSIDC DAAC Collaboration Experience slides)
Shared Kevin B with ASF for 6 months, NSIDC team member loaned to ASF toward win/win experience (ASF got development help, NSIDC gained development experience in cloud)
CIRRUS tool now in Cumulus environment and available for other DAACS to use
Relationship expansions across EOSDIS
Issues to tackle: Costs: NSIDC decided benefits worth the staff costs to gain training/experience. ASF gained labor but did not retain staff as a  resource.
Benefit of EOSDIS knowledge/experience saves on boarding costs for temporary support
Kevin’s engagement was good for all who were/are working in Cumulus per Will.
Alignment of skills is a critical component for success of the task at hand. 
Katie: Was there a written agreement? Could it be reused?  Can we post a copy on the wiki? Action  
Robert: Sustainment of long term activity, maintenance period allocated? Not built into written agreement between ASF/NSIDC - note worthy point!
Need: General long term sustainability workflow - Operational Security Agreement -per John 
ACCESS proposals are perhaps a similar example of the activity we are discussing per Robert
Dave previous team incubations by ESDIS model might be a method of facilitation.

Conversation: Entries in brainstorming session: 
Not just cross-DAAC efforts: Cross-Themes; Cross-Disciplinary - how to keep moving forward through to finish; Relationship between items 2 and 4 - many reasons to forms teams across EOSDIS.
Face to Face with facemask critical for startup
8-9 towards phasing
Ideas on how to do 10? Are we having enough collaboration with EED? Chris Tolbert says EED2/SAFE are a core part of the EOSDIS team.
Short break - then 10 minutes on barriers. No items in parking lot so there is room for discussion
Regarding #2: Example how to fund work in harmony when dollars are not available in contributor’s core; additionally timing is a factor, lack of sync with Annual Work Plans (Bruce & Amanda) ; Cross agency contract options are limited for the DAACs; 
Alignment of SAFe with Fiscal Year per Will - Dave: we are in the weeds - understand that we don’t have to stuff everything into an existing SAFe train. Robert - Key is assigning Value to activities being performed - Q to a DAAC Manager, what is DM role is setting values in SAFe
Katie retros are back to Dave’s point - are we in line with the work to be done. There is some talk of reorganizing the present trains. We are flexible what we have now is not set in stone.
Augmentation in the brainstorming document needs to be synthesized with these notes - there may be some redundancy or missing information.
Address of NAMS and PIV issues would be a big win!
Balance needed for good enough vs perfection!
#14 statement of fact, not sure it is a barrier that can be eliminated.
Hiring challenges given Pandemic - may need to get really creative now given institutional limitations! 
Suresh: Distill this document (brainstorming document) into groups - Are there a couple of actions that can be pulled out to take back for address? Agreement : Will organize and prioritize, see action below:
Action:  Jeanne and Amanda will organize the opportunities/barriers and come back to at future meeting(s).



[bookmark: _d3uumvz6woy]Brief Updates & Discussion Topics
· Program Management Board (PMB)
· Tech Infusion 
· ESDS Levels of Service (LoS)

PMB Discussion: What is that we need at a programmatic level for DAAC and ESDIS Managers to be able to provide proper input and when is that feedback needed? Should DMs be in the WFJS process? 
Robert: What weight should be given to the DM input into a SAFe activity’s value proposition?
Mark: Intent of PMB: Primary mechanism for EOSDIS Software/System development with execution through SAFe. Focus is more forward thinking for incorporation into SAFe. Some contractual loop holes to work around - input not just for cloud, intended to feed all technical development activities.
Action: Mark to share slides and PMB charter documents
SAFe the primary development vehicle. 
PMB: Chair, 2 Vice Chairs (Management/Technical) - 27 members
PMB at core surrounded by Subteams [intended to be engineers/developers, those that report to a manager (e.g. success story in CICD work)] - details of figure explained.
Subteams that have grown outside this structure is the code security development  team / working group per Katie - link https://wiki.earthdata.nasa.gov/display/EC2020/DAAC+Cloud+Migration+PMB+Sub-Team 
(initial work) - now evolved into: https://wiki.earthdata.nasa.gov/display/EC2021/Code+Security+Working+Group+PMB+Sub-Team 
Amanda: The PMB wiki is under the Earthdata Cloud 2021 project - yet we’ve stated the PMB to be broader than EDCloud? Essential question about the PMB context
Robert: When do the teams under the PMB report up for prioritization? Mark - It does come up perhaps some communication improvements are needed? Lots of work presented to the board for discussion from development to government shutdown.
Amanda says teams spin up when needed and return as needed - perhaps a level of awareness on what is active when and on what might be needed to ensure proper attention from members of the PMB. Process makes sense, but is quite dynamic, better communication would help continue this dynamic model.
Mark is the PMB meeting the need? Do the proposed corrections discussed on Monday address the need? Amanda says right now seems tactical rather than strategical. More focus on what is down the road - and a better understanding of how to address these more visionary topics.
More communication on ESDIS investment decisions and desire to know where input from DM is desired. Suresh: 2 elements needed prior to PI Planning, miss out on objections presented to all trains, local PI planning week before - DM need to be aware of all objectives, and a piece is needed to collate these pieces across the components. 
Mark: Multiple DAAC members are participating, are they not communicating with their manager? Suresh says ask is for discussion centered on a broader view across trains prior to PI planning. WFJS process lasts weeks - can address this very granular task at a higher level if some change in communication is made. 
Chris L: WFJS - 2 elements Feature level and Objective level - some blending needed - Dave don’t want in bowels? The information is there per Katie, all can see end to end, do we need to review that with folks or let them do that on their own.
Proposals for what? Migration? Service Work? Are there proposals for everything? E.g. for HLS the objectives are being accommodated, but other things needed that don’t have a proposal how to we get that into the process?
Suresh says how can DM influence objectives pre objectives/tickets? 
Darla, prior to PI planning have meetings with scrum masters, etc, to factor in DAAC priorities into the planning. Assumes Migration teams are bring these messages forward. The ask here is on how this comes together?
Mark: Andy doesn’t even come in until the end, to ensure his objectives are being met. Would this be the time for DM input? At end Andy hears from each train very late in the day - again is this the ask?
Andy says some DMs want to be involved and are, but the desire he is hearing is at a higher level - more Roadmap level rather than SAFe. Form desired for broader discussion, thinks PMB is the correct vehicle, and we should take advantage of  it. WFJS is not the level for participation in strategic direction.
Amanda asked what the strategic input is into the SAFe process which results in the objectives/WFJS.  Mark gave the example criteria determined for the DAAC Selection process under Katie’s leadership. Is there a common process and artifact that is used to feed strategic input into SAFe? Andy, No because prior to now we did not have defined program goals. 
Andy says now is time to look at the exercise just completed regarding strategy, and adjust the PMB process. Goal not to be reactionary, but to take the goals and make strategic decisions.
Bruce: Mark’s comment that the dataset prioritization was an example of something where a strategic decision was made at the PMB level was illuminating to me. That is very much an example of something where I personally feel that DAACs and DAAC Managers had an appropriate level of input into ESDIS decisions.  But I didn’t recognize that as a PMB activity.  What I saw was an SE-TIM discussion, and a couple of telecons involving DAAC representatives (including DAAC Managers at what I recall as being DAAC Manager or even DMC calls).  That very much was a conversation, and one where Katie had to work pretty hard to make sure that the input was collected.  
From Chat: 8 DAACS onboarded/onboarding; 4 not yet (LAADS, SEDAC, CDDIC, and OB) - 66%.
Could someone post where the objectives are in the Wiki? 
Also, are they called “objectives”, “features”, or “capabilities”? Or are those all different things?  I’m looking here: https://wiki.earthdata.nasa.gov/display/EPS/ESDIS+Program+Increment+20.2  (Robert: Thanks)
Next round of Cohorts will start work in September per Katie. Expect call for your top 5 in July.
Action: Send additional ideas for changes to Jeanne and Amanda. Amanda to work with Mark on framing conversation at the next PMB? As well as (see below

Katie: If you have staff that need to work within EED team before you are a cohort, this is a friendly welcoming bunch to work with.
Jeanne encourages DAACs to discuss models similar to NSIDC/ASF -model presented.
Tech Infusion: Not Discussed

ESDS LoS:Not Discussed


[bookmark: _kt54twewqj0r]Parking Lot
From Day 1:
· Focus on Science Community and Science Teams (NASA PI) considerations as you (each DAAC) prepare your list of the next 5 Datasets to move to cloud. Katie will send a request for the top 5 in a few weeks.
· DAACs to respond to the Management Cohort Selection Process Retrospective 6/10/2020 by 6/19/2020
· Schedule Diane H’s discussion on Cloud Budget and Planning
· Schedule discussion on Backup (in the Cloud) plans so DAACs are informed
· Schedule future discussions on how to perform data migrations when DAACs are comfortable with the migration process - how to make the current process easier


From Day 2:
Cross-Teams:
· Amanda and Jeanne will aggregate, collate and organize the opportunities/barriers for future discussion.  Schedule discussions on how to reduce barriers

PMB Discussion:
· Mark to share slides and PMB charter documents
· All DAAC Managers send notes/ideas on what they want to see from the PMB to Jeanne & Amanda
· Mark to send ESDIS notes/ideas to Amanda/Jeanne
· Discuss at the next PMB Meeting on how to ‘update/refurb’ the PMB meeting
Tech Infusion & Los moved to parking lot for future address







